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Abstract
Parfait is a framework for proving that an implementation
of a hardware security module (HSM) leaks nothing more
than what is mandated by an application specification. Parfait
proofs cover the software and the hardware of an HSM, which
catches bugs above the cycle-level digital circuit abstraction,
including timing side channels. Parfait’s contribution is a scal-
able approach to proving security and non-leakage by using
intermediate levels of abstraction and relating them with tran-
sitive information-preserving refinement. This enables Parfait
to use different techniques to verify the implementation at dif-
ferent levels of abstraction, reuse existing verified components
such as CompCert, and automate parts of the proof, while still
providing end-to-end guarantees. We use Parfait to verify four
HSMs, including an ECDSA certificate-signing HSM and a
password-hashing HSM, on top of the OpenTitan Ibex and
PicoRV32 processors. Parfait provides strong guarantees for
these HSMs: for instance, it proves that the ECDSA-on-Ibex
HSM implementation—2,300 lines of code and 13,500 lines
of Verilog—leaks nothing more than what is allowed by a
40-line specification of its behavior.

1 Introduction
This paper presents an approach for proving the absence of
correctness bugs, security bugs, and leakage bugs such as
timing side channels, with modular reasoning. The paper ap-
plies this approach to verifying hardware security modules
(HSMs), which are single-function devices intended to per-
form security-critical operations such as ECDSA public-key
signatures.

Any vulnerability in an HSM’s hardware or software can un-
dermine the security of the HSM. These devices have suffered
from bugs throughout the hardware/software stack, such as
logic bugs, memory corruption, hardware bugs, leakage bugs,
and timing side channels [1–8, 18, 24, 27, 41, 49, 69]. These
bugs motivate the need for verifying security and non-leakage
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from application specification to circuit-level implementation,
covering the full stack.

A common approach to reasoning about leakage across
levels of abstraction is to use leakage models [11, 38], which
augment a higher level of abstraction with additional informa-
tion about what is leaked by a lower level. For example, the
HACL⋆ cryptography library [59, 77] assumes that hardware
leaks branches and memory addresses, but not, for example,
operands of addition and multiplication instructions. Get-
ting leakage models right and aligning them across levels
of abstraction such as C code, assembly, and circuit, is chal-
lenging [17, 71]. For instance, on the ARM Cortex-M3, the
latency of multiply instructions is operand-dependent [12, 57],
so HACL⋆’s ostensibly constant-time code could leak its se-
crets via timing side channels on this processor. There have
been no verified hardware and software systems with top-to-
bottom proofs of non-leakage using leakage models.

Knox [14] does provide top-to-bottom proofs of non-
leakage, but without using any intermediate levels of abstrac-
tion or leakage models. It directly relates a circuit (includ-
ing its firmware) to an application-level specification using
information-preserving refinement (IPR), which rules out cor-
rectness bugs, security bugs, and timing bugs. The downside
of Knox’s monolithic approach is that it does not scale: for ex-
ample, Knox cannot handle software that performs public-key
cryptography. This is because the gap between the speci-
fication (e.g., abstract mathematical definitions for public-
key crypto) and the circuit (e.g., code with sophisticated
mathematical optimizations running on a pipelined proces-
sor [16, 21, 25, 29]) is too large for an SMT solver to establish
correspondence.

This paper presents Parfait, a framework for verifying se-
curity and non-leakage with modular reasoning. The key
contribution of Parfait is formalizing Knox’s IPR in a way
that allows IPR to be applied transitively. This allows for
bridging the gap between an application-level specification
and a circuit-level implementation in a modular way with inter-
mediate refinements. To verify our case-study HSMs, we use
five levels of abstraction: specification, proof-oriented pro-
gramming language, C, assembly, and circuit. Given proofs
between pairs of successive levels of abstraction, the transitiv-
ity of IPR implies end-to-end security and non-leakage of the
entire hardware and software system.

Transitive IPR has three additional benefits. First, Parfait
can simplify the proof by verifying IPR between levels of
abstraction for a specific implementation rather than proving a
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general-case theorem for arbitrary code, such as proving that a
processor correctly implements an ISA or that assembly-level
and hardware-level leakage models match. Second, Parfait can
use different proof techniques for different levels of abstraction.
Parfait formalizes in Coq [66] the IPR by functional-physical
simulation proof technique from Knox and introduces two
additional proof techniques for verifying software: IPR by
equivalence and IPR by lockstep. Third, Parfait can reuse
existing tools and build on existing proofs for verifying each
level of abstraction. Parfait uses F⋆ [65] and encodes IPR into
pre/postcondition-style specifications for verifying software,
which allows HSM developers to reuse crypto code and proofs
from HACL⋆ [77]. For example, our ECDSA HSM builds on
the ECDSA code from HACL⋆, including its proof. Parfait
uses the verified CompCert compiler [42] for compiling C
to assembly. Finally, Parfait uses Rosette [67] and extends
Knox [14] with an assembly-circuit synchronization technique
to make verification tractable for complex HSMs.

To demonstrate the Parfait approach, we implemented a
prototype of Parfait, which comprises the Starling frame-
work for verifying software and the Knox2 framework for
verifying hardware. We used these frameworks to develop
and verify four example HSMs, including a PKCS#11-
compatible ECDSA certificate-signing HSM and an HMAC-
based password-hashing HSM. Parfait proofs ensure that the
I/O behavior of these HSMs, down to the level of digital gates
and wires, leaks no information beyond what is allowed by
their application-level specifications. This rules out a large
class of correctness bugs (logic bugs, memory corruption, etc.)
as well as leakage bugs (such as error messages that reveal
sensitive information or non-constant-time crypto). Parfait’s
modularity makes it easy for app developers to build new
HSMs and for hardware developers to port HSMs to new hard-
ware platforms. For instance, after verifying our applications
on the Ibex-based SoC, we were able to verify the same ap-
plication on the PicoRV32 processor in only two additional
developer hours.

In summary, the contributions of this paper are (1) the
Parfait approach for modular verification of security and
non-leakage, including a formalization of transitive IPR
and proof strategies for IPR, (2) the Starling framework
for verifying IPR for software, (3) the Knox2 framework
for verifying IPR for hardware, and (4) an evaluation of
Parfait verifying four HSMs. A more detailed description
of Parfait can be found in the first author’s PhD thesis [13].
All source code—IPR theory, verification frameworks, and
verified HSMs—is available at: github.com/anishathalye/

{ipr,starling,knox,parfait-hsm}.
One of the limitations of Parfait is that it focuses on simpler

CPU designs used in a large class of HSMs today, such as
the OpenTitan’s Ibex. New ideas and techniques would be
needed to extend Parfait to handle high-performance out-of-
order processors such as Intel and AMD x86 CPUs that are
used in other HSMs.

2 Overview and HSM developer workflow
HSM design framework. Parfait provides an HSM design
framework that helps avoid timing leakage. HSMs following
this design, shown in figure 1, run an execution loop that (1)
reads a command from the I/O interface, (2) loads state from
persistent memory, (3) handles the command to produce an in-
memory state update and response, (4) updates persistent state
atomically, and (5) sends the response over the I/O interface.

uint8_t state[STATE_SIZE];

uint8_t cmd[COMMAND_SIZE];

uint8_t resp[RESPONSE_SIZE];

void main() {

while (true) {

read_command(&cmd); // from I/O interface (1)

load_state(&state); // from persistent memory (2)

handle(&state, &cmd, &resp); // core computation (3)

store_state(&state); // to persistent memory, atomic (4)

write_response(&resp); // to I/O interface (5)

}

}

Figure 1: The main loop of an HSM in the Parfait design.

Steps (1) and (5) do not compute over the HSM’s internal
state, and steps (2) and (4) read/write secret state opaquely
without computing over secret values, so the developer can
write these functions to run in constant time. Step (4) requires
some care to implement atomicity.

At the core of the HSM is a handle function that imple-
ments step (3), implementing command deserialization, core
functionality, and response serialization. The developer must
write this function such that its execution time (i.e., the number
of hardware cycles) depends only on the cmd (the serialization
of a command and its arguments), not on the internal state
of the HSM.

Writing code that executes in constant time at the hardware
level requires careful programming at the source-code level,
a compiler that preserves constant-time behavior, and hard-
ware that executes the code in constant time. Parfait helps
developers prove that their HSM is indeed leakage-free.

Developer workflow. Figure 2 gives an overview of the
Parfait developer workflow (§2) and verification approach
(§3). Parfait supports two largely independent developers: an
app developer who writes and verifies the application (§4)
and a platform developer who writes and verifies the system
software (for persistence, peripheral I/O, etc.) and hardware
for running the application (§5).

App development. The app developer writes an implemen-
tation of the application functionality in Low⋆ [58] (the
App Impl [Low⋆] in figure 2), a C-like language for low-level
programming embedded in F⋆. This includes both the appli-
cation logic as well as code to decode incoming requests and
encode the responses. Specifically, the app developer imple-
ments the handle function referenced in figure 1, which oper-
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Figure 2: The Parfait developer workflow and verification approach. The app developer writes the App Spec [F⋆] , App Impl [Low⋆] , and
a proof of lockstep verified using the Starling framework in F⋆ (§4). Off-the-shelf verified compilers provide the equivalence proofs. The
platform developer writes the System Software , Hardware , and a proof of functional-physical simulation verified using the Knox2 framework
in Rosette (§5). The Parfait framework provides a theory of IPR that is verified once-and-for-all in Coq (§3). An on-paper argument connects
the mechanized proofs written by the HSM developer to the mechanized theory of IPR provided by Parfait by modeling each level of abstraction
as a state machine in the formalism of IPR to prove a top-level theorem of IPR between the App Spec [F⋆] and the System-on-a-Chip (SoC) .

ates on in-memory state, command, and response buffers. Off-
the-shelf verified compilers turn this code into an assembly-
level implementation (the App Impl [Asm] in figure 2).

Platform development. The platform developer writes a
system-software library, which implements the system’s over-
all execution loop and includes everything in the firmware
image except the implementation of the handle function. The
system software includes startup code written in assembly
to boot the processor and set up the environment for execut-
ing C code, the code shown in figure 1, and the implemen-
tations of read_command, load_state, store_state, and
write_response. The platform developer then links this code
with the application code (the implementation of handle)
from the app developer; the resulting linked binary is the
HSM’s firmware (the Firmware in figure 2). The platform
developer then implements the Hardware in Verilog and em-
beds the HSM’s firmware in the hardware’s ROM. The result
is a complete System-on-a-Chip (SoC) . A user can fabricate
it directly or put it onto an FPGA and run it as a hardware
implementation of the HSM app.

Trusted computing base. Among the code the HSM devel-
oper writes, only the App Spec and driver (model of how
a well-behaved client communicates in IPR, not shown in
figure 2), both described in §3, are in the trusted computing
base (TCB). The entire implementation—the Low⋆ app code,

system software, and hardware—is covered by verification.
§6 describes the TCB of the Parfait framework itself.

Threat model. Parfait considers an adversary that gains di-
rect access to the wire-level digital I/O of the HSM, with the
ability to set logic levels on the input wires and read logic
levels on the output wires at every cycle. This captures many
attacks, such as an adversary that compromises the HSM’s
host machine and is able to send malformed commands or
observe all wire-level outputs at every clock cycle. Such an
adversary may be able to extract secrets from an HSM, even
if that HSM operates correctly when the host machine is well-
behaved.

This threat model focuses on remote compromise of the
host machine, one of the primary attacks that HSMs aim to
defend against. It does not include physical attacks on the
HSM: while the threat model includes (digital) timing side
channels, it does not include arbitrary side channels [76] such
as EM radiation [9], temperature [40], and power [48].

3 Proof approach: transitive IPR
Parfait’s approach to proving IPR between the specification
and the SoC is to introduce several intermediate levels of
abstraction, prove IPR between levels, and use the transitivity
of IPR to obtain a top-level theorem relating specification to
implementation, as illustrated in figure 2.
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IPR. In Parfait’s formalization of IPR, each level of abstrac-
tion is a state machine satisfying the interface shown in figure 3.
A level of abstraction is defined by the types of commands and
responses, the type of state, the initial state, and a step func-
tion that describes the behavior of each command. In Parfait,
every level of abstraction is modeled as a state machine of this
form.
Record state_machine (command response : Type) := {

state : Type;

init : state;

step : state -> command -> (state * response);

}.

Figure 3: The interface of state machines in IPR, written in Coq.

A Parfait developer writes application specifications (the
App Spec in figure 2) in explicit state-machine style. For ex-
ample, figure 4 shows the step function from the specification
of an ECDSA-signing HSM. A single HSM operation (such
as Sign msg) is an atomic step of this state machine, which
we call “whole-command.”
let step (st:state_t) (cmd:command_t):state_t & response_t =

match cmd with

| Initialize prf_key sig_key ->

{ prf_key = prf_key; prf_counter = uint 0;

sig_key = sig_key },

Initialized

| Sign msg ->

if uint_v st.prf_counter = maxint U64 then

st, Signature None

else

let data = uint_to_bytes_be st.prf_counter in

let k = hmac SHA2_256 st.prf_key data in

let s = st.sig_key in

let sig = ecdsa_signature_agile NoHash _ msg s k in

{ st with prf_counter = incr st.prf_counter },

Signature sig

Figure 4: The step function for the ECDSA HSM, written in F⋆.
The specifications for hmac and ecdsa_signature_agile are used
directly from HACL⋆, a verified crypto library. This HSM specifica-
tion does not support reading out the signing key or pseudorandom
function (PRF) key, and it ensures unique nonces across operations.

In contrast, when modeling the SoC as an IPR state machine,
the state is the entire state of the circuit, and there are three
commands: (1) set_input(...), which sets signals on input
wires to the HSM, (2) get_output(), which reads signals
on output wires from the HSM, and tick(), which waits for
the HSM to run for a single clock cycle, whose step function
is defined by the SoC’s circuit. One logical HSM operation
corresponds to millions of state-machine steps at this level.

Figure 5 illustrates IPR, which is defined as an equivalence
between a real world and an ideal world. The real world con-
tains the implementation state machine. In the real world,
a driver describes how to obtain spec-level behavior from
the implementation, akin to a device driver, a program map-
ping spec-level operations to implementation-level I/O. The

Mi

Ii / Oi

real world

d

Is / Os

Ms

Ii / Oi

ideal world

e

Is / Os

≈

Figure 5: The definition of IPR: an implementation 𝑀𝑖 (with com-
mand/response types 𝐼𝑖 / 𝑂𝑖) is an information-preserving refinement
of a specification 𝑀𝑠 (with command/response types 𝐼𝑠 / 𝑂𝑠) with
respect to a driver 𝑑, written as 𝑀𝑖 ≈𝐼𝑃𝑅[𝑑] 𝑀𝑠, if there exists an
emulator 𝑒 such that the real world is observationally equivalent to
the ideal world.

developer writes the driver, which is part of the TCB. The
real world exposes both a spec-level (e.g., figure 4) and an
implementation-level interface (e.g., wire-level inputs/outputs
of the SoC). A client of the state machine could use the spec-
level interface (through the driver), or bypass the driver and
perform arbitrary implementation-level I/O operations (repre-
senting what an adversary could do).

The ideal world contains the specification, and the IPR
definition states that there must exist an emulator (a dual
of the driver) in the ideal world. The emulator is a proof
artifact that is not part of the TCB. The emulator, which
exposes an implementation-level interface, must mimic the
real implementation’s behavior while given only query access
to the specification.

The IPR definition states that the real world must be ob-
servationally equivalent [13: §4.1.2] to the ideal world. If
the emulator, given access to only the ideal-world spec, can
always produce an output that is equivalent to the real-world
implementation, then it must be that the real-world implemen-
tation and driver cannot introduce any unintended leakage
beyond the specification.

Top-level theorem. Parfait’s top-level theorem states that
the bottom (SoC) level of abstraction securely implements
the top (app spec) level of abstraction, meaning that the SoC
returns the correct results and does not leak any additional
information. Parfait specifies this using IPR:

model-Circuit (SoC) ≈𝐼𝑃𝑅[𝑑] model-F⋆ (App Spec)

Proof approach: transitive IPR. To prove the top-level
theorem—that the SoC is an information-preserving refine-
ment of the app spec—Parfait breaks up the IPR relation into
smaller steps. To do this, Parfait proves that IPR, as encoded
in Parfait’s formalization, is transitive. That is, if we have
three levels of abstraction 𝑀1, 𝑀2, and 𝑀3, with IPR between
each pair, we can establish that IPR holds between 𝑀1 and
𝑀3:

𝑀1 ≈𝐼𝑃𝑅[𝑑12] 𝑀2 𝑀2 ≈𝐼𝑃𝑅[𝑑23] 𝑀3

𝑀1 ≈𝐼𝑃𝑅[𝑑12 ∘ 𝑑23] 𝑀3
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Parfait formalizes the definitions of IPR, transitivity, and
composition in the Coq proof assistant, described in detail in
the first author’s PhD thesis [13: §4].

Levels of abstraction. Table 1 shows the five levels of ab-
straction used to verify our case-study HSMs. We chose these
levels so that we could reuse existing tools and libraries.

Table 1: The levels of abstraction used to verify our case-study
HSMs. This table shows the state, input/output types, and step func-
tions for the levels when modeled as state machines in the theory of
IPR. The specification defines its own types for the state, input, and
output.

Level State I / O Step

App Spec [F⋆] state_t
command_t /

step()
response_t

App Impl [Low⋆] bytes bytes handle()

App Impl [C] bytes bytes handle()

App Impl [Asm] bytes bytes handle()

System-on-a-Chip registers & wires cycle stepmemories

Parfait’s overall approach involves proving IPR between
each level of abstraction. At the top level is the app-developer-
supplied application spec, such as figure 4. The second level is
the app implementation, which implements the core app logic
and is written in Low⋆, operating on machine integers, buffers,
etc. In the ECDSA-signing HSM, this code is where the app
developer represents bignums as arrays of machine words,
implements performance optimizations such as Montgomery
multiplication, and so on. The third and fourth levels are com-
piled versions of the implementation: a C program and an
abstract assembly program (a precursor to the final .s file).
The final level is the complete SoC, including the firmware
image in its ROM, with hardware execution modeled at the
cycle-precise level. The first four levels are whole-command
state machines, where the execution of an entire logical oper-
ation is a single step. The last level introduces cycle-precise
timing; verification at this level catches timing bugs.

Between each of these levels of abstraction, a driver de-
scribes how inputs/outputs at the higher level of abstraction
(e.g., command_t/response_t) map to I/O at the lower level
of abstraction (e.g., bytes). The drivers between the interme-
diate levels (Low⋆ to C, and C to Asm) are identity drivers.
The driver for the spec level describes how commands are en-
coded as bytes and responses are decoded from bytes, and the
driver for the SoC level describes how byte-level commands
are sent to the device over the wire, and how byte-level re-
sponses are read from the device over the wire. The top-level
driver, between App Spec and SoC, is a composition of all
the drivers between levels of abstraction: it describes how
spec-level operations translate to wire-level I/O.

IPR proof techniques. Figure 2 shows how Parfait uses IPR
proof techniques. In addition to the transitivity of IPR, Parfait

formalizes three proof techniques for IPR:
IPR by lockstep applies when two state machines have

differing input/output types but there is a one-to-one corre-
spondence between the steps of the spec and implementation
state machine. This is the case between the first two levels
of abstraction: the F⋆ App Spec operates at the level of ab-
stract app commands/responses (developer-defined data types
command_t and response_t), and the implementation oper-
ates on buffers of bytes, but a single step of the spec state
machine corresponds to a single step of the implementation
state machine (one invocation of handle). A set of conditions
we call lockstep is sufficient to prove IPR in this case. This
technique does not require the developer to supply an emulator;
instead, the developer supplies encode/decode functions that
convert between spec-level and implementation-level inputs
and outputs.

IPR by equivalence applies when two state machines have
identical input/output types and are observationally equivalent.
This applies when using verified compilers, where the state
machines given by the corresponding models are equivalent:
observational equivalence implies IPR. This technique does
not require the developer to supply an emulator; the state
machines are related by the identity emulator.

IPR by functional-physical simulation is a generalization
of forward simulation [46] to the IPR setting introduced by
Knox [14], which applies when a functional-physical simula-
tion relation holds between high-level operations or sequences
of low-level operations. The existence of such a relation im-
plies IPR. This technique requires the developer to supply an
emulator; Parfait provides a formulaic method for constructing
emulators that follow the Parfait HSM design framework.

Software and hardware proofs. The developer uses the
Starling framework to prove lockstep between the specification
and the app implementation. Starling encodes the lockstep
property as a precondition/postcondition for the Low⋆ handle

function, which allows the developer to reuse existing verified
software such as HACL⋆. From the Low⋆ implementation,
Parfait uses verified compilers (KaRaMeL [58] and Comp-
Cert [42]) to produce an assembly implementation that is
observationally equivalent to the Low⋆ code, so equivalence
holds between the models of the levels as state machines. §4
describes this software verification approach in detail.

Next, the platform developer proves that executing the fi-
nal SoC, with the binary firmware image embedded as the
ROM contents, securely implements the assembly, using the
Knox2 framework to prove functional-physical simulation. §5
describes this hardware verification approach in detail.

Connecting mechanized proofs. Parfait combines these
mechanized proofs together with an on-paper argument to
provide an end-to-end proof showing that the SoC securely
implements the App Spec. This ensures there is no leakage by
the implementation—be it encoding bugs, compiler bugs, or
timing bugs in the CPU hardware. To combine proofs together
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in a sound way, Parfait models each level of abstraction as a
state machine in the formalism of IPR and uses the verified
proof strategies, including transitivity, to prove the top-level
IPR between App Spec and SoC.

Parfait gives each level (e.g., Asm code) an interpretation
as a state machine in the formalism of IPR. This is the connec-
tion to the theory mechanized in Coq. For example, figure 8
shows how model-Asm (CompCert) interprets the Asm code
as a state machine. This modeling is on-paper, as is the con-
nection between (1) Starling’s encoding of lockstep in F⋆ and
the Coq definition of lockstep, and (2) Knox2’s encoding of
functional-physical simulation in Rosette and the Coq defini-
tion of functional-physical simulation.

For compiling Low⋆ to C, Parfait uses KaRaMeL; compiler
correctness implies that models of the Low⋆ and C as whole-
command state machines are equivalent state machines, an on-
paper argument that connects to the Coq proof that equivalence
implies IPR. KaRaMeL has a semantics for the C target, and
CompCert has a semantics for its C source; Parfait requires
that the semantics align, another on-paper argument (§4.2).

For compiling C to Asm, Parfait uses CompCert; its
(proven-in-Coq) correctness implies that the models of the C
and Asm as state machines are equivalent, another on-paper
argument. Like the C code, the Asm code has a dual inter-
pretation, one as a CompCert target (the CompCert RISC-V
semantics), and another according to the Riscette semantics,
our implementation of the CompCert RISC-V semantics in
Rosette. Like the dual interpretation of C, these semantics
must align (§5.1).

4 Software verification with Starling
Parfait’s Starling framework supports the application devel-
oper in implementing the HSM software and proving IPR
between the specification and the assembly-level code. A key
challenge in the software verification component of Parfait is
minimizing proof effort and enabling reuse of existing speci-
fications, implementations, and proofs. Leveraging existing
verified software is a challenge because these libraries focus
on verifying functional correctness, not non-leakage and IPR.

4.1 Low⋆-level proof
There is a simple correspondence between the F⋆-level spec
and Low⋆-level implementation, where one step of the imple-
mentation state machine corresponds to a single step of the
spec state machine, and vice versa. For this reason, the driver,
which translates spec-level operations to implementation-
level operations, is simple. It needs only to describe how
commands are encoded (an encode_command function) and
how responses are decoded (a decode_response function).
The driver has the form (1) serialize the spec-level input
(e.g., Sign msg) as a buffer, (2) invoke handle, and (3)
decode the response buffer into a spec-level output (e.g.,
Signature sig). As a result, Starling can use IPR by lock-
step to verify the implementation at this level.

IPR by lockstep. The lockstep proof strategy implicitly con-
structs an emulator based on developer-supplied encode/de-
code functions that are duals of those comprising the driver:
a decode_command function that translates bytes to spec-
level inputs, and an encode_response function that trans-
lates spec-level outputs to bytes. The decode_command func-
tion produces an option-typed output to allow for low-level
inputs that do not correspond to any high-level input. The
encode_response function consumes an option-typed input
to support producing low-level outputs (signaling an error
response) for the situation where there is no valid high-level
input and hence no valid high-level output.

The lockstep proof strategy requires the developer to supply:
(1) the encode/decode functions (which implicitly define an
emulator); (2) a proof of correspondence between encoders
and decoders (that decode is the inverse of encode); (3) a
refinement relation 𝑅 between spec-level state (state_t) and
Low⋆-level state (bytes); and (4) a proof of the lockstep sim-
ulation property shown in figure 6. Together, these imply
IPR.

s1

s2

R

s1’

s2’

R
i1 o1

i2 o2

decode_command

encode_response

(a) Lockstep simulation (Some case): if an implementation state 𝑠1 steps to
𝑠′1 with input 𝑖1 and output 𝑜1, and decode_command 𝑖1 = Some 𝑖2, then
it must be possible for any specification state 𝑠2 related by 𝑅 to 𝑠1 to step
with input 𝑖2 and some output 𝑜2 to an 𝑠′2 that is related by 𝑅 to 𝑠′1 such that
encode_response (Some 𝑜2) = 𝑜1.
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⊥
decode_command

encode_response

(b) Lockstep simulation (None case): if an implementation state 𝑠1 steps to 𝑠′1
with input 𝑖1 and output 𝑜1, and decode_command 𝑖1 = None, then it must be
the case that encode_response None = 𝑜1, and for any specification state
𝑠2 related by 𝑅 to 𝑠1, 𝑠2 must also be related by 𝑅 to 𝑠′1.

Figure 6: The two cases of lockstep simulation: the low-level input
corresponds to some high-level input (a) or none (b).

Encoding in F⋆. The Starling framework encodes the lock-
step property—in particular, the encode/decode correspon-
dences and the lockstep simulation property—into F⋆, and the
app developer proves the properties.

Starling provides the developer with signatures for the en-
code/decode functions for commands and responses; the post-
conditions of the encode functions ensure that the functions
satisfy the required correspondence.

Starling encodes lockstep simulation into the signature of
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the Low⋆ handle function, handle_st, as shown in figure 7.
Rather than use a refinement relation between states, Starling
uses an encode_state function that encodes a spec-level
state as bytes. The handle_st signature is parameterized
by a specification and the encode/decode functions for com-
mands/responses. The handle function takes as input the
state, command, and response buffers, as well as the spec-
level state, supplied as a ghost argument state_spec. The pre-
condition states that the state and state_spec must corre-
spond. The postcondition encodes the lockstep simulation con-
dition (figure 6), decoding the low-level input command into the
spec-level cmd_spec and handling both the case of valid low-
level input (cmd_spec = Some v, corresponding to figure 6a)
and the case of invalid low-level input (cmd_spec = None,
corresponding to figure 6b).

let handle_st (spec: spec_t) ... =

state:buffer uint8{length state = state_size}

-> state_spec:erased spec.state_t

-> command:buffer uint8{length command = command_size}

-> response:buffer uint8{length response = response_size} ->

Stack unit

(requires fun h -> ... /\

as_seq h state == encode_state state_spec)

(ensures fun h0 () h1 -> ... /\

let cmd_spec = decode_command (as_seq h0 command) in

match cmd_spec with

| Some v ->

let (state_spec', resp_spec) = spec.step state_spec v in

as_seq h1 state == encode_state state_spec' /\

as_seq h1 response == encode_response (Some resp_spec)

| None ->

as_seq h1 state == as_seq h0 state /\

as_seq h1 response == encode_response None)

Figure 7: Starling’s encoding of lockstep simulation in F⋆ as the
signature of handle.

The combination of encode/decode correspondences and
the postcondition of handle guarantee non-leakage. The in-
tuitive reason is:
• When the command can be decoded as a spec-level com-

mand (i.e., Some v), then the behavior matches the spec:
the final state matches the encoding of the final spec state,
and the value in the response buffer matches the encoding of
the spec-level response. This rules out encodings that leak
information: encode_response is a deterministic function
of only the spec-level response, and the buffer contents are
equal to this, capturing non-leakage.

• When the command cannot be decoded as a spec-level com-
mand (i.e., None), then the state remains unchanged, and the
response is deterministic, as given by encode_response

None. A client that never supplies bad inputs will never
observe this, but a client that does supply bad inputs will
learn no information. This, along with Low⋆’s other prop-
erties, such as verifying memory safety, ensures that even
bad inputs (e.g., trying to trigger a buffer overflow) cannot
corrupt the state or leak information.

4.2 C and assembly-level proofs
Parfait compiles Low⋆ to assembly code using a stack of ver-
ified compilers. KaRaMeL [58] compiles Low⋆ code to C.
KaRaMeL theorems establish that safety and functional cor-
rectness verified at the F⋆ level translate to generated Comp-
Cert Clight code. Parfait then uses the formally verified Comp-
Cert compiler [42] to generate an assembly implementation of
the handle function that follows the RISC-V calling conven-
tion, expecting pointers to the state, command, and response
buffers in the a0, a1, and a2 registers.

Parfait uses CompCert’s RISC-V backend and dumps the
AST of the last verified pass of the compiler, called Asm (after
which the compiler usually runs un-verified expansion, assem-
bly, and linking). The Asm machine model still uses Comp-
Cert’s structured memory model and has pseudo-instructions
for allocating and freeing stack frames.

Figure 8 describes how model-Asm (CompCert) interprets
the Asm as a state machine using the CompCert semantics,
where the invocation of handle is treated as a single atomic
step of the state machine. The step function takes as inputs a
state buffer and command buffer and returns a new state buffer
and response buffer as outputs. The model-Low⋆, model-C
(KaRaMeL), and model-C (CompCert) interpretations are
analogous.

type state_t = bytes[STATE_SIZE]

type command_t = bytes[COMMAND_SIZE]

type response_t = bytes[RESPONSE_SIZE]

def step(state, command) -> (state_t, response_t):

m = compcert_asm_abstract_machine("AppImpl.asm.json")

# copy state and command into machine memory

state_ptr = m.alloc(STATE_SIZE)

m.storebytes(state_ptr, state)

command_ptr = m.alloc(COMMAND_SIZE)

m.storebytes(command_ptr, command)

# allocate space for response

response_ptr = m.alloc(RESPONSE_SIZE)

# set up arguments following RISC-V ABI

m.regs["a0"] = state_ptr

m.regs["a1"] = command_ptr

m.regs["a2"] = response_ptr

# run handle function according to CompCert Asm semantics

m.regs["pc"] = m.address_of("handle")

m.run()

# retrieve updated state and result buffer

new_state = m.loadbytes(state_ptr)

response = m.loadbytes(response_ptr)

return (new_state, response)

Figure 8: Pseudocode describing how model-Asm (CompCert) in-
terprets the CompCert Asm as a state machine according to the
CompCert RISC-V Asm semantics.

To relate the Low⋆ level to the C level with IPR, and to
relate the C level to the Asm level with IPR, Parfait models
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each level as a state machine, observes that the state machines
are observationally equivalent due to using verified compilers,
and applies IPR by equivalence to obtain IPR between these
levels.

This approach has two limitations. Although KaRaMeL
semantics are intended to coincide with CompCert C [58],
there is no mechanized connection between the two. Parfait
assumes that the state machines from model-C (KaRaMeL), in-
terpreting the C code according to the KaRaMeL C semantics,
and model-C (CompCert), interpreting the C code according
to the CompCert C semantics, are observationally equivalent.
Parfait does not need to assume that the semantics perfectly
coincide (e.g., stepwise correspondence between the small-
step operational semantics of KaRaMeL C and CompCert C),
only that the state machines coincide, which boils down to as-
suming that the final values computed by the handle function
match between the two semantics. Additionally, unlike the
CompCert compiler, KaRaMeL is only partially verified, and
on-paper, rather than with a mechanically checked proof of
correctness.

5 Hardware verification with Knox2
Parfait’s Knox2 framework supports the platform developer
in implementing the HSM hardware and proving IPR be-
tween the assembly-level code and its circuit-level implemen-
tation. Knox2 builds on top of the Knox framework [14]
and makes two contributions to make Knox compatible with
transitive IPR and to scale up to more sophisticated HSMs:
Riscette, a RISC-V assembly semantics in Rosette (§5.1), and
the assembly-circuit synchronization technique (§5.4).

5.1 Assembly semantics in Rosette
Parfait generates the assembly-level implementation
App Impl [Asm] using the CompCert compiler, which is
written in Coq. CompCert includes a (non-executable) Coq
semantics of RISC-V assembly. Knox is written using Rosette,
a symbolic evaluation library for the Racket programming
language, so it cannot directly use the CompCert semantics.
For this reason, on top of Rosette, Knox2 provides its own
executable semantics for CompCert RISC-V assembly, which
we call Riscette. This executable semantics closely follows
the original CompCert semantics. Furthermore, the Riscette
semantics can be single-stepped instruction-by-instruction,
for proof purposes.

With this semantics in place, Knox2 can initialize an ab-
stract machine from assembly code emitted by the CompCert
compiler, set up the machine memory and registers to supply
a state and input to the handle function, and symbolically
execute it to produce a final state and an output, similar to
how figure 8 describes the assembly level’s interpretation as
a state machine following CompCert semantics.

The assembly level is a whole-command state machine, so
the execution of a single logical HSM operation occurs in a
single step, but at the circuit level, it takes many state-machine

steps (tens of millions, for the ECDSA HSM) to execute a
single logical operation. Proving IPR between these levels of
abstraction ensures that the circuit’s wire-level behavior does
not leak any information.

5.2 Driver
To relate the assembly and circuit levels of abstraction in IPR,
the platform developer defines an driver that translates from
the inputs/outputs at the assembly level (buffers) to interac-
tion with the state machine at the hardware level (signals on
wires). The driver describes the I/O protocol that the client
implements: how to send a buffer over the wire (which the
HSM reads in read_command), and how to read the response
(which the HSM sends in write_response). This is like a de-
vice driver, in the form of a program built on the circuit-level
primitives: set_input, get_output, and tick [13: §6.3].

5.3 Proof strategy
To prove IPR between the app assembly (which serves as the
specification for hardware verification) and the circuit level
of abstraction, Knox2 reuses the same proof strategy imple-
mented in Knox: IPR by functional-physical simulation. This
strategy requires the developer to supply: (1) a refinement
relation between assembly-level state and circuit-level state;
(2) an emulator; and (3) a proof of functional-physical sim-
ulation. Together, these imply IPR. These components are
largely independent of the HSM app logic.

The refinement relation relates the state at the app assembly
level, which is a buffer, with the state at the circuit level, which
includes the registers and memories of the circuit, includ-
ing persistent memory. These states are closely related, but
the mapping is not one-to-one, because the system software
implements atomicity and crash safety (in load_state and
store_state). Our case-study HSMs use a simple journaling
strategy, a single flag word (which is atomically writable) to
toggle between two copies of state stored in persistent mem-
ory, so the refinement relation relates the assembly-level state
to the active region of memory (based on this flag), as shown
in figure 9.

Inv(impl) /\

spec = if impl.storage[0] == 0

then impl.storage[1 : STATE_SIZE+1]

else impl.storage[STATE_SIZE+1 : 2*STATE_SIZE+1]

Figure 9: An example of a refinement relation between assembly-
level implementation (the spec for the circuit level) and circuit impl.
impl.storage refers to the persistent memory of the implementation.
Inv is an invariant on circuit state that holds in between spec-level
operations, not shown here.

Parfait provides a template for constructing an emulator
for the circuit level of abstraction. The emulator runs a fresh
instance of the circuit, with dummy data. The emulator does
not have access to the data in the real circuit, in particular
the read-write persistent memory, but the structure of the
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circuit and the code in the ROM is common knowledge. The
emulator watches the internal state of its instance of the circuit:
when the circuit reaches the commit point of an operation, the
emulator reads input data out of its circuit’s state and translates
it into a spec-level input, makes a query to the specification,
and injects the result back into its circuit’s state, so that the
(future) output behavior of its circuit instance matches that
of the real circuit. For HSMs that follow the Parfait design
framework, the commit point is the (cycle-level) commit point
of the store_state function in the system software (figure 1).
To use this template, the platform developer supplies (1a) a
function that identifies when the circuit is about to begin
execution of handle, (1b) a function that computes the spec-
level command (bytes) from the circuit state, (2a) a function
that identifies when the circuit is at the commit point of the
store_state function, and (2b) a function that injects the
spec-level response (bytes) into the circuit state.

The Knox2 proof for IPR between the app assembly and
SoC depends on the system software and hardware, but not on
the app software itself, aside from being parameterized by a
few values, like the length of the state encoding, STATE_SIZE.
The reason Knox2 is able to bridge this large gap, to hardware,
is that (1) the app assembly, which is the specification for
this IPR proof, is already in terms of “shuffling bits around,”
which the hardware does the same way as the assembly; and
(2) Knox2 uses automation powered by symbolic execution
and SMT solvers to automate proving that the app assembly
and hardware execution correspond, as we explain next.

5.4 Assembly-circuit synchronization
A key challenge for Knox2’s functional-physical simulation
proof is that, in practice, SMT solvers are unable to prove
the equivalence of assembly-level and circuit-level executions
after many cycles of execution. In particular, for sophisti-
cated applications like Parfait’s ECDSA HSM, the app as-
sembly code can take tens of millions of cycles to execute
in the SoC, corresponding to a single step of the assembly-
level state machine (§5.1). The functional-physical simulation
proof involves showing that the app assembly transforms the
state/command buffers in a way that corresponds with how the
SoC hardware updates its buffers. While Knox2 can symboli-
cally execute both the assembly and the circuit, and express
this correspondence, SMT solvers are unable to directly prove
equivalence of how these buffers are transformed, because
the symbolic expressions describing the two are extremely
complicated, and not identical.

Instead of waiting to prove equivalence of final states/out-
puts at the end of executing an entire HSM operation, Knox2
uses a strategy of incrementally executing the assembly and
periodically synchronizing the assembly and circuit. Although
the app assembly level is modeled as a whole-command state
machine that executes a command in a single step, Riscette
computes that step by symbolically executing instruction-by-
instruction. Knox2 makes use of this per-instruction stepping

to simplify equivalence checking. When the hardware is in
the middle of executing the handle function, there is a close
correspondence between the hardware’s cycle-by-cycle ex-
ecution and single-stepping through CompCert Asm-level
instructions.

To do this synchronization, Knox2 uses a mapping between
CompCert Asm abstract machine state and hardware-level
state (registers and memories) provided by the platform devel-
oper. During the proof, Knox2 applies this mapping to line up
the states and attempts to prove equivalence component-wise.
If the equivalence check succeeds, it replaces both symbolic
expressions with the same symbolic variable. This way, the
solver does not get a large hard-to-prove query at the end
of execution. Instead, it proves many simpler equivalences
throughout the execution. Knox2 has built-in heuristics for
when to synchronize, and for what should be synchronized in
which situations.

Knox2 uses a best-effort strategy for synchronization. Oc-
casionally the developer-provided mapping or heuristics for
alignment are incorrect and an equivalence check fails. When
this happens, Knox2 does not unify the symbolic expressions.
Instead, it continues symbolically executing and tries to check
for equivalence later. The result is that the solver will end up
with a slightly harder query at the next synchronization point.

Synchronization for the Ibex SoC. The remainder of this
section describes in more detail the mapping and synchroniza-
tion heuristics, using the platform mapping for the Ibex-based
SoC used in one of our case studies (§7) as an example.

pc | pointer 1 1

registers

 x1 | 0x3749fa3f
 x2 | pointer 73 0
   ...
x31 | undef

memory

 1 | func ‘handle’
 2 | func ‘sha256’
  ...
73 | [0x24, 0x59, 0x09, 0xfa]
74 | [pointer 4 8, 0x05, 0x06]

code

handle | [ Pallocframe 16
           Psw x1, x2, 4
           ... ]
sha256 | [ ... ]
      ...

pc_ex | 0x00000a30

regfile

 0 | 0x00000000
 1 | 0x3749fa3f
 2 | 0x20000008
  ...
31 | 0xffff000e

CPU

. . .

RAM @ 0x20000000
  0 | 0x00000000
  4 | 0xf3d9ab03
  8 | 0xfa095924
   ...

ROM @ 0x00000000

  0 | 0x0f80006f j f8
   ...
a28 | 0xff010113 add sp,sp,-16
a2c | 0x01e12023 sw t5,0(sp)
a30 | 0x00112223 sw ra,4(sp)
   ...

. . .

CompCert Asm abstract
machine state

SoC circuit state

instruction

pointer
register

Figure 10: Correspondence between Asm machine state and circuit
state. The figure illustrates an example instruction mapping, register
mapping, and pointer mapping.

State correspondence. The platform developer supplies the
correspondence between the CompCert Asm abstract machine
state (fixed by the framework) and the hardware (implemented
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by the platform developer). As illustrated by examples in
figure 10, the platform developer supplies:
• Register mapping: for each architectural register in ab-

stract state, what is the Verilog register to which it corre-
sponds? For example, in the Ibex processor used in the
case study HSM, x1 corresponds to cpu.gen_regfile_

ff.register_file_i.g_rf_flops[1].rf_reg_q.
• Pointer mapping: for any concrete pointer value (e.g.,
0x20000008), what is the Verilog memory and index to
which it corresponds? For example, in the Ibex SoC, the
mapping describes that pointers correspond to the Verilog
memory ram and that the index (e.g., 2 machine words)
is obtained by subtracting the base address of the RAM
(0x20000000) from the pointer value.

• Encoding of next RISC-V instruction, including whether
or not it is valid (it may be invalid if the execute stage of the
processor pipeline is stalled). This is what Knox2 uses to
synchronize execution between Asm and hardware (rather
than mapping program counter addresses). In our case study
SoC, the instruction about to be executed by the ID/EX
stage of the pipeline is found in cpu.u_ibex_core.if_

stage_i.instr_rdata_id_o, and the signal that indicates
whether this instruction is valid is found in cpu.u_ibex_

core.if_stage_i.instr_valid_id_q.
These mappings are specified in about 10 lines of proof code.

Data type correspondence. The Asm model has its own data
type of values that are stored in registers/memory: bitvectors
(32-bit words in registers, 8-bit bytes in memory), pointers
(there is a native pointer type in CompCert Asm, they are not
just represented as ints), and undef. In the SoC, everything is
a bitvector. Knox2 synchronizes assembly state registers with
circuit state registers as follows:
• Bitvectors: this represents data, and the Asm and hardware

are generally lined up, so these values should be equal;
Knox2 invokes an SMT solver to prove that the assembly
register and circuit register have the same value, and replaces
both with the same symbolic variable.

• Pointers: when an assembly register has a pointer value,
Knox2 guesses that the value in the hardware register is also
a pointer, and points to flat memory. In this case, Knox2
synchronizes the contents of the memories, and leaves the
pointers in the registers untouched (a CompCert pointer
in the assembly, and a 32-bit bitvector in the circuit). Syn-
chronizing the memory contents is similar to synchronizing
registers. Knox2 knows the bounds of the allocation thanks
to CompCert’s structured memory model. Knox2 uses the
SMT solver to prove the chunk of memory equal between
assembly and circuit, doing this byte-by-byte, and synchro-
nizing values that are equal.

• Undef: when an assembly register is undefined, Knox2
leaves the circuit register as-is.
All of the examples in figure 10 are shown with concrete

values, but when Knox2 is used for verification, many of the

registers and memory contain symbolic expressions.

When to synchronize. Because synchronization involves
multiple SMT queries, it is too expensive to do at every cycle;
moreover, some CompCert Asm instructions take multiple
cycles to execute in SoC hardware. Instead, Knox2 uses a num-
ber of heuristics to decide when to synchronize, as shown in
figure 11. Knox2 watches the instruction being executed in the
assembly-level machine, and the instruction being executed
in the circuit-level machine (thanks to the developer-written
mapping that provides the next-executing instruction). Knox2
steps each machine up until the next synchronization point,
and then does the synchronization. In some cases, there is
a direct correspondence between Asm instructions and hard-
ware instructions, in other cases, it is a more complex map-
ping. Figure 11 shows CompCert Asm instructions and their
corresponding RISC-V assembly instructions or instruction
sequences. Knox2 synchronizes either register values only
(only the bitvectors, not the memory contents pointed to by
registers containing pointer values), buffer values only, or
both, depending on the kind of synchronization point.

mv t5, sp
sub sp, sp, #sz
sw t5, #pos(sp)

...

# different code
# based on sz
nop
...
nop

beq rs1, rs2, l

mul rl, a, b
mulh rh, a, b
add rd, rs1, rs2

Pbuiltin EF_memcpy sz src dst

Pallocframe sz pos

Pfreeframe sz pos

Pbeqw rs1 rs2 l

...

Pbuiltin BI_mull a b rh rl

Paddw rd rs1 rs2

...

CompCert Asm RISC-V assembly

entry/exit
- sync registers
- sync buffers

builtin memcpy
- sync buffers

branch
- sync registers
- sync buffers

arithmetic
- sync registers

...

...

Figure 11: Knox2 synchronization points and corresponding actions.

6 Implementation
The Parfait framework consists of IPR theory formalized in
3000 lines of Coq [66], the Starling framework written in 100
lines of F⋆ [65], and the Knox2 framework written in 3000
lines of code on top of Knox [14], Rosette [67] and Racket [32].
The Knox2 framework includes Riscette, a single-steppable
symbolically executable semantics of CompCert RISC-V Asm
in Rosette.

The Parfait approach relies on a number of other tools.
Parfait uses the KaRaMeL compiler [58] to extract Low⋆ to C
and the CompCert compiler [42] to compile C code to RISC-V
Asm. Parfait forks the CompCert compiler and adds 450 lines
of code to annotate compiler-expanded memcpy builtins with
nop instructions to aid in synchronization and to dump the
RISC-V Asm AST to a .json file before emitting the final
.s file. Compiling the system software and linking into a
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firmware binary uses GCC [64]. Synthesizing the Verilog
code and extracting a step model for the circuit uses Yosys [73].
Both F⋆ and Rosette use the Z3 SMT solver [28]. The case
studies use the HACL⋆ [77] verified crypto library.

Trusted computing base. The trusted computing base (TCB)
of the Parfait framework consists of: (1) the Coq definition of
IPR; (2) the Starling framework’s F⋆ encoding of the lockstep
property (needs to match the Coq definition); and (3a) the
Knox2 framework’s Riscette semantics (needs to match Comp-
Cert), (3b) the Knox2 framework’s conversion of a circuit
(Verilog/software) into Rosette, and (3c) the Knox2 checker
that verifies that the functional-physical simulation property
is satisfied (needs to encode/check the Coq definition).

Parfait also inherits the TCB of the verification tools it uses:
the TCB of Coq (including the Coq proof checker kernel), the
TCB of F⋆ (including the Z3 SMT solver), and the TCB of
Rosette (including Z3). Parfait inherits the TCB of KaRaMeL
and CompCert because the overall IPR proof relies on the
correctness of these compilers. GCC is not part of the TCB.

7 Verifying HSMs using Parfait
This section qualitatively demonstrates that Parfait enables
verification of HSM implementations, ensuring they are free
from leakage bugs. We first describe the four HSMs that
we developed on top of Parfait as case studies, and then we
discuss how Parfait catches security bugs that an HSM imple-
mentation may have.

7.1 Case studies
We implemented HSMs for two applications: ECDSA certifi-
cate signing and password hashing. The software builds on
top of specifications, implementations, and proofs for cryp-
tographic algorithms from the HACL⋆ [77] library. We run
these applications on two hardware platforms: one based on
the Ibex processor [45] from the OpenTitan project [44] and
one based on the PicoRV32 processor [74].

Application 1: ECDSA certificate signing. An ECDSA
certificate-signing app, described in figure 4, is the running
example through this paper. The complete F⋆ specification
is about 40 lines of code. The specification uses the HACL⋆

verified cryptography library, re-using its specifications of
the HMAC-SHA256 and ECDSA-P256 algorithms. At ini-
tialization time, the user calls Initialize to configure the
HSM with an ECDSA signing key and the key for the HMAC
pseudorandom function (PRF) used for generating signing
nonces. The HSM also exposes a Sign command that takes
a message as input and returns a signature on it. There is no
method to retrieve the signing key or the PRF key from the
HSM.

The Low⋆ implementation of the handle function along
with the IPR proof consists of 500 lines of code, not including
library code/proof used from HACL⋆. The complete imple-
mentation extracts to 2,000 lines of C code.

For Knox2 verification to go through, the app implementa-
tion must not leak information through timing. HACL⋆ code
is already intended to be constant time, and verification con-
firmed that library functions indeed execute in constant time
on our hardware, so we did not need to modify any library
code. In the implementation, we needed to take care to ensure
that other operations do not leak information through timing.
For example, the ecdsa_p256 spec/implementation return an
error if the nonce or signing key is not less than the prime field
order, and also return an error if 𝑟 = 0 or 𝑠 = 0 in the signa-
ture algorithm. The HSM spec does not distinguish between
any of these errors (the caller just receives Signature None),
and so IPR requires that the implementation also not reveal
any information beyond this. Our implementation computes
a signature unconditionally, and then applies a mask to the
buffer (0xff or 0x00) based on whether all the checks passed
or not; this way, the entire computation is constant-time.

Application 2: Password hashing. As a second case
study, we implemented a password-hashing HSM, which de-
fends against offline brute-force attacks on stolen password
databases [22]. Figure 12 shows the core of the specifica-
tion. The complete F⋆ specification is about 30 lines of
code. The HSM implementation is a thin wrapper around
the HMAC/Blake2S implementation from HACL⋆.

let step (st:state_t) (cmd:command_t): state_t & response_t =

match cmd with

| Initialize secret ->

{ secret = secret }, Initialized

| Hash message ->

let digest = hmac Blake2S st.secret message in

st, Hashed digest

Figure 12: The step function from the specification for a password-
hashing HSM. The definition of hmac is used directly from HACL⋆.

Hardware platform 1: Ibex-based SoC. Our main hardware
platform is based on the Ibex processor from the OpenTitan
hardware root of trust. The Ibex is a two-stage pipelined
RISC-V processor written in 13,000 lines of SystemVerilog.
This open-source CPU is not purpose-built for verification.
Our platform includes a peripheral for a wire-level I/O in-
terface for the HSM: 4-wire UART with flow control. In
addition, the SoC contains a RAM, a ROM, and ferroelectric
RAM (FRAM) as persistent memory. Aside from the CPU,
the rest of the components are written in 500 lines of Verilog.

We wrote system software for this platform—main loop, I/O
code, and persistence code—in 300 lines of C and assembly.

Our implementation makes two changes to the CPU: we
remove async resets because Knox does not support them,
and we replace the Ibex’s multiplier with a simple full-width
Verilog multiplication of operands, leaving it to the synthesis
tool to infer an optimal implementation [13: §8.1].
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Hardware platform 2: PicoRV32-based SoC. We also ver-
ify and run the case-study applications on a second CPU, the
PicoRV32, which is a size-optimized RISC-V CPU. As with
the Ibex, we removed async reset from the implementation.
This platform uses the same system software as the Ibex-based
SoC. We use the PicoRV32 SoC to quantify the development
effort required to port to a new platform, in §8.1.

7.2 Attack discussion
Parfait proves IPR between the application specification and
the SoC running the app and system software, so the verifi-
cation process catches all possible bugs that are captured by
IPR: hardware bugs, software bugs, and timing side channels.
Here, we give examples of possible bugs and explain what
part of the verification process prevents those bugs:
• Software logic bug (e.g., integer overflow of the PRF

counter): Starling will catch this when verifying the post-
condition for the Low⋆ implementation, which ensures that
the final state of the implementation matches final state of
the specification.

• Buffer overflow or use-after-free: Low⋆ verification prevents
these memory safety bugs. In particular, type checking in
the Stack effect will catch these memory safety bugs.

• Software-level leakage (e.g., returning different error codes
for PRF counter overflow versus invalid curve point):
Starling will catch this when verifying the postcondition
for the Low⋆ implementation, which ensures that the out-
put of the implementation corresponds to a deterministic
function of the output of the specification.

• Timing leakage from branching on a secret: although this is
a “software bug,” Parfait does not introduce any notion of
timing until the SoC level—higher levels of abstraction exe-
cute HSM operations in a single state-machine step. Knox2
will catch this because the emulator’s behavior will not
match the circuit’s behavior: the emulator does not have
access to the secret data, so it computes over dummy data
instead; the real circuit will take a different amount of time,
not matching the emulator.

• Compiler-introduced timing leakage: if a compiler opti-
mization introduces a timing bug, such as returning early
from memcmp, Knox2 will catch this bug at the SoC level,
just as in the above example.

• Hardware-level timing leakage from a variable-latency
arithmetic instruction executed on secret data: Knox2 will
catch this bug, just as in the above example.

• Stack overflow: Parfait uses an abstract memory model
up to and including the app assembly level (including in
the Riscette semantics), with an unbounded-size stack and
frames addressed by mathematical integers. The SoC level
introduces a bounded stack. Knox2 will catch stack over-
flow bugs when it relates the SoC with a bounded stack to
the app assembly with an unbounded stack.

• I/O code bug in system software (e.g., incorrectly encoding
the output or setting the wrong UART baud rate): Knox2

will catch this bug when verifying functional-physical sim-
ulation.

• Pipeline hazard in CPU implementation: Knox2 will catch
this, because if this occurs while executing app code, there
will be a mismatch between the app assembly execution
(which uses the Riscette instruction-by-instruction execu-
tion semantics) and the hardware execution.

8 Evaluation
This section answers two key questions: what is the developer
effort to verify HSMs with Parfait (§8.1), and what is the
performance of HSMs verified with Parfait (§8.2).

8.1 Developer effort
Table 2 summarizes the lines of code required to specify and
implement each of the four HSMs from §7 (two apps on two
platforms). As the table shows, verification in Parfait relates
a hardware/software stack that takes over ten thousand lines
of code to implement to a state-machine-style application
specification that comprises only tens of lines of code.

Table 2: Lines of code for case studies. The specification covers
the hardware and software stack. Spec LoC counts the lines the
HSM developer writes (and does not include HACL⋆, Low⋆, or F⋆

library/language code). Driver LoC counts the total lines of driver
code across the software and hardware levels.

Implementation
HSM Spec Driver Platform Software Hardware

(LoC) (LoC) (LoC) (LoC)

ECDSA 40 100 Ibex 2,300 13,500
signer PicoRV32 2,300 3,000

Password 30 100 Ibex 1,000 13,500
hasher PicoRV32 1,000 3,000

Table 3 shows, for each case-study app, the number of
lines of proof required to prove the lockstep property between
the app’s F⋆ specification and its Low⋆ implementation. We
co-developed the ECDSA-signer app with Starling, so we
cannot report the verification effort for the ECDSA-signer
app on its own. Once the Starling framework was in place,
we implemented the password hasher app as a second case
study. Implementing and verifying this new app took two
hours. Machine verification of these proofs runs in less than
a minute.

Table 3: Software verification effort. Verifying a second application
with Parfait required only two additional developer-hours of effort.

App Proof Dev time

ECDSA signer 500 LoC -
Password hasher 200 LoC Δ 2 hours

Table 4 shows the number of lines of proof required to
verify the two platforms with Knox2. We co-developed the
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Ibex platform with the approach and framework; as a second
case study, we modified the platform and swapped the Ibex
CPU with the PicoRV32 CPU. Porting to this new platform
took two hours and involved writing 10 lines of new proof to
map PicoRV32 CPU state to CompCert Asm abstract machine
state, while the rest of the proof remained unchanged, because
the system software and rest of the hardware platform (such
as peripherals) remained unchanged.

Table 4: Hardware verification effort and verification time, showing
both total wall-clock time (single threaded) and symbolic circuit
simulation speed. Porting the platform to use a different CPU took
just two hours of developer time and 10 lines of changed proof code.

Verification
Proof size ECDSA Password

(LoC) signer hasher

Platform Em
ul

at
or

H
in

ts

M
ap

pi
ng
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ev

.t
im

e

Ti
m

e
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yc

le
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s

Ti
m

e

C
yc

le
s/

s

Ibex 50 250 10 - 80 hrs 304 0.10 hrs 289
PicoRV32 10 Δ=2 hrs 100 hrs 671 0.14 hrs 588

The “Verification” columns of table 4 show Knox2’s verifi-
cation performance for each combination of app and platform,
benchmarked on a machine with an Intel Xeon Gold 5420+
processor. It is possible to swap in new apps and hardware
platforms with no changes required to proof code on the other
side. After such a change, the only requirement is to run
Knox2 on the new software/hardware combination.

Knox2 verification can take up to 100 core-hours of com-
putation to verify our most complicated application. Veri-
fying the ECDSA HSM requires symbolically executing the
hardware for tens of millions of cycles and issuing hundreds
of millions of SMT queries, leading to the long verification
time. In contrast, verifying the password hasher takes only a
few minutes because the code is much simpler and only runs
for hundreds of thousands of cycles. Verification through-
put (cycles per second) is higher for the PicoRV32, because
simulating each SoC execution cycle is faster on the simpler
hardware. Total verification wall-clock time is higher for the
PicoRV32 because apps require more cycles to run on the
non-pipelined processor, requiring Knox2 to simulate more
SoC execution cycles.

Development cycle. If the Low⋆ implementation has a timing
bug when executed by the circuit, Knox2 verification will fail
with a mismatch between the real circuit’s execution and the
emulator’s execution. Usually, this will be caused by secret
data (on which timing should not depend) entering the con-
trol state of the circuit; Knox2 can print out user-requested
debugging information such as the program counter when this
occurs. From this, the user can look at the assembly listing
and then determine the C code corresponding to the program
counter value. This will generally reveal non-constant-time

code, such as if (secret) { ... } or x / secret. Trac-
ing the issue from the KaRaMeL-generated C code to the
developer-written Low⋆ source code is straightforward be-
cause a design goal of Low⋆ is to translate straightforwardly
to C.

Because hardware verification takes hours, one trick we
use to identify failures faster is reducing loop bounds. For
example, if the implementation contains code that does
for (int i = 0; i < 80; i++), we can manually change
the loop bound from 80 to 2 in the C code and try verifying
that the hardware securely executes this code. Even though
this is no longer computing the “correct” functionality, timing
leakage is usually not affected by reducing loop bounds in this
way, so we can catch issues faster. We revert to the original
code for the final verification.

8.2 Performance
Parfait’s use of the CompCert compiler introduces run-time
overhead, because CompCert emits less performant code than
GCC does. Table 5 measures this performance penalty, show-
ing that two commercial HSMs have ECDSA-signing through-
put that is within 12× the throughput of HSMs built with
Parfait. This is not an apples-to-apples comparison—the dif-
ferent HSMs use different CPUs, have different ISAs, run at
different clock speeds, and run different software.

Table 5: Run-time performance comparison of HSMs, in ECDSA
signatures per second. The Ibex processor is clocked at 100 MHz,
which is the OpenTitan reference clock.

HSM Compiler Sig/s Speedup

Parfait ECDSA/Ibex CompCert -O1 1.1 -
GCC -O2 8.1 7×

Nitrokey HSM 2 [55] 12.5 11×
YubiHSM 2 [75] 13.7 12×

The primary run-time performance penalty of Parfait comes
from CompCert; as the research community makes advances
in verified compilers, a better CompCert would be a drop-in
replacement in Parfait.

9 Related work
Hardware/software verification. Because bugs anywhere in
an HSM can compromise security, Parfait’s proofs span both
software and hardware. Several prior works have developed
verified systems with proofs that cover software and hardware
in an integrated way [10, 19, 30, 31, 47]. In contrast to Parfait,
proofs for these systems only establish a form of functional
correctness and do not rule out information leaks.

Athalye et al. [14] introduced IPR and the Knox framework
for proving IPR. Knox carries out proofs in a monolithic way
by symbolically executing hardware at the register-transfer
level (RTL) and checking refinement from an app specification.
Parfait uses transitivity of IPR to compose proofs for different
levels of abstraction of an HSM. This modularity enables
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scaling to HSMs that are more complex than the examples
verified using Knox.

Verifying non-leakage. Several tools exist for checking
constant-time behavior of software [11, 15, 20, 72]. These
tools do not account for leakage at the hardware level, so their
soundness depends on whether their assumed leakage model
of the hardware is accurate. In contrast, Parfait proofs model
the hardware at the RTL level in a cycle-accurate way, which
allows verification to rule out a large class of hardware-related
bugs as well.

Other works have sought to verify the correctness of leakage
models. CompCert-CT [17] extends the verified CompCert C
compiler [42] to show that leakage specified at the level of C
programs is preserved by compilation to assembly. Because
some transformations performed by CompCert can potentially
introduce timing leaks in certain programs, CompCert-CT
uses modified versions of these passes. Parfait instead uses
standard CompCert, which ensures IPR for whole-command
state machines. Afterward, in order to establish IPR at the
circuit level, Knox2 checks that the program running on an
HSM cannot have timing leaks, including any that could have
been introduced by CompCert.

On the hardware side, LeaVe [71] verifies at the RTL level
that an ISA-level leakage model is accurate for a processor.
LeaVe has been used to verify leakage models for simple
RISC-V processors, including variants of the Ibex processor
used in Parfait case studies. To simplify verification, LeaVe
carries out analysis under an assumption that a processor is
functionally correct. In contrast, Parfait does not assume
functional correctness of the HSM’s processor.

For more complex hardware, formulating leakage mod-
els that can account for microarchitectural state and specu-
lative execution is challenging and the focus of much recent
work [23, 38, 50]. The Ibex and PicoRV32 processors used in
the example HSMs verified with Knox do not have these kinds
of features. The overall Knox2 approach is agnostic to such
features, but more complex processors would make it more
challenging to describe state correspondence and perform
synchronization during symbolic execution.

Noninterference. IPR shows that an HSM’s implementation
leaks no more information than its specification state machine.
However, the specification may have bugs that allow for in-
formation leakage. Prior work has developed techniques that
could be used to rule out such bugs. For example, noninter-
ference [35] is a property ensuring that secret data cannot
influence public outputs. A range of formal methods have
been developed for proving noninterference and analyzing
information flow [39, 51, 54, 60, 70]. These approaches are
complementary to Parfait and the guarantees provided by IPR.

Translation validation. Parfait does not verify the correct-
ness of SoC hardware in general, or prove that a compiler
always preserves non-leakage. Instead, Parfait checks that

an SoC, a particular circuit containing a particular firmware
binary, is related by IPR to a specification. This is a form of
translation validation [53, 56, 61, 68], which is traditionally
used for checking that a particular output of a compiler refines
it source. Most prior uses of translation validation have fo-
cused on showing refinements for functional correctness and
have stopped validation at the assembly level. Parfait addition-
ally validates non-leakage as captured by IPR and validates
execution down to the level of hardware.

Process isolation. Parfait targets HSMs running a single ap-
plication. Other work addresses the problem of leakage be-
tween processes in systems with multitasking.

Prior verified hypervisors have proved noninterference and
other information flow properties between processes [26, 33,
36, 37, 43, 51, 52, 54, 62]. However, these proofs do not cover
leakage through lower-level microarchitectural state or timing.

Ge et al. [34] have extended the verified seL4 kernel with
mechanisms to prevent microarchitectural leakage between
security domains, by among other things, using instructions
to reset such state on domain switches. Sison et al. [63] have
formalized the security guarantees provided by this approach
under an abstract model of OS and hardware behavior.

10 Conclusion
Parfait uses transitive information-preserving refinement
(IPR) to verify that the combined hardware and software imple-
mentation of an HSM correctly implements its specification
and leaks nothing more than what is required by the spec.
Case studies demonstrate that transitive IPR enables Parfait
to scale to sophisticated HSMs, such as those implement-
ing public-key cryptography; that Parfait specifications are
succinct compared to the implementation (40 lines of specifi-
cation for the ECDSA-signing HSM, compared to 2,300 lines
of code and 13,500 lines of Verilog for the implementation);
and that Parfait requires modest effort to port a new app or
hardware platform (2 hours of developer time each for the
password-hasher app and the PicoRV32 platform).
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